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Introduction: 

 UAVs are flexible tools that can carry a variety of payloads, but a UAV can also be made useless by overloading it or making it too expensive.  Determining the best UAV design usually requires testing the UAV in its operating environment with a variety of payloads, either by simulation or exercise, and selecting the design that works best when considering the effect of the UAV on the combat system as a whole. The UAV design problem is in general no less complicated than is the optimization of any other characteristic of a combat system.

There are some circumstances, however, where simple calculations can be used to make decisions about payloads.  These notes concern those circumstances.  A sequence of examples will be considered, with emphasis on the important principles.

Five Examples:

Example 1: Multiple sensors.

Should a UAV carry multiple sensors?  The question is usually asked in the context of sensors of different types, but in this example we consider carrying two identical sensors of the same type.  Suppose that a UAV has a surveillance mission.  It takes off, flies a known transit distance T, uses its sensor(s) to examine area at a certain rate, and then flies another distance T in returning to its base.  Someone has proposed putting two identical sensors on the UAV, arguing that the second sensor will cover area just as fast as the first, thus doubling the effectiveness of the UAV.  The sensors are not expensive, compared to the fixed costs of using a UAV.  The airframe has enough room and electrical power to accommodate the second sensor, and the additional burden on the ground station can be absorbed.  The only problem with the suggestion (we assume) is that the sensors weigh 100 pounds each, so the second sensor will displace 100 pounds of fuel.  This will shorten the UAV’s time-on-station, thus reducing its effectiveness.  The problem is essentially to compare a UAV with a high time on station and a low area coverage rate with one where low and high are reversed.

What is needed is a scalar Measure of Effectiveness (MOE) that can be used to compare the two UAVs.  We will let the MOE be the total area examined by the UAV while on station. If X is the distance traveled on station by a UAV with one sensor, and Y is the distance traveled on station by a UAV with two sensors, then, assuming that the second sensor can be oriented to cover as  much area as the first, it is simply a  matter of comparing X with 2Y.  

Displacing even 100 pounds of fuel can have a significant effect on time-on-station, so it is by no means obvious that 2Y exceeds X.  To find out, we will employ formula II-30 on page II-14 of Fahlstrom and Gleason, except that the lift-to-drag ratio L/D, power conversion efficiency (, and specific fuel consumption c are all combined here into a single constant R0 that will be assumed to be 1000 miles:

R=R0ln(W0/W1), where

· R is the range of the UAV (total distance flown in miles),

· W0 is the take-off weight of the UAV 

· W1 is the landing weight of the UAV.

The takeoff weight consists of three parts: W0=W+Wp+Wf, where 

· Wp is the payload weight [100 or 200 pounds, depending on payload]

· Wf is the weight of usable fuel [900 or 800 pounds, depending on payload], 

· W is everything else [2000 pounds]

Note that W0 is 3000 pounds regardless of payload, reflecting the assumption that the UAV is weight limited on takeoff.  W1 is everything except Wf.

It is a simple matter to calculate that R is 357 miles for one sensor or 310 miles for two.  The corresponding distances on station can be found by reducing each distance by 2T. Since X=157 miles and Y=110 miles, two sensors are better than one.  This conclusion is sensitive to the transit distance; if T were 150 miles instead of 100, then one sensor would be better than 2.  It is not sensitive to the UAV’s speed, a fact that might not have been obvious when the problem was first posed.

This simple analysis could be generalized.  If the second sensor requires significant power, then essentially the same analysis can be made as long as the new power requirement can be converted to fuel consumption.  If the second sensor would only increase the sweepwidth by 50% for trigonometric reasons, instead of doubling it, then it is simply a matter of changing 2Y to 1.5Y.  A whole family of sensor suites could be compared, as long as they differ only in weight and sweepwidth.  The analysis will remain simple as long as the UAVs being compared differ only in the amount of area that can be covered per mission, and as long as the UAV has no other purpose.

However, what if the second sensor were costly enough that the cost could not be brushed aside?  The extra cost cannot be converted into a change in the MOE in the same manner as was done for extra weight.  This brings us to our next example.

Example 2:  Bang per Buck.

Same as example 1 except that the second sensor costs $100K on top the the UAV’s base cost of $200K.  

Let E be the area covered by a UAV per mission, and suppose that the sweepwidth of each sensor is 10 miles.  Then E is 1,570 miles2 for one sensor, or 2,200 miles2 for two sensors.  If C is the cost of the UAV, it is tempting to choose whichever design minimizes the cost effectiveness ratio C/E.  Alternatively and equivalently, we could maximize E/C, or “bang per buck”.  In either case, the best design would include only one sensor.  Before applying this criterion, however, it would be wise to review the principle that is being applied.

Suppose there is a total budget B available, that the number of UAVs that can be acquired is B/C, and that the total effectiveness of the purchased collection of units, each of which has effectiveness E, is (B/C)E.  Then, regardless of B, the best unit will be the one that maximizes E/C.  This is the bang-per-buck criterion, and it is particularly useful because it is independent of the (usually unknown) budget B that will ultimately be available for purchasing UAVs.  However, there are two suppositions that are worth emphasizing:

· The total cost of n UAVs must be nC
· The total effectiveness of n UAVs must be nE.

If either of these is false, then the criterion may be inappropriate.  In particular, the first is likely to be false if only UAV vehicle costs are included in C.  Suppose that what is actually fielded is a UAV detachment consisting of two UAVs and a control station, with the control station costing $500K.  If we include half the cost of a control station in the cost of a UAV, then the one- and two-sensor UAV costs increase to $450 and $550, and the optimal design includes two sensors, rather than 1.  There are other costs that might also be included in order to truly satisfy the first bullet, but doing so would only reinforce this conclusion.

Why should the UAV design change when a constant is added to the cost of both systems?  The reason is that the bang-per-buck criterion, while insensitive to the units in which cost and effectiveness are measured, is quite sensitive to the origin of the scale.  Intuitively, once one has spent $500K on the control station, it does not make sense to skimp on the UAVs that it controls.  Making sure that the definitions of cost and effectiveness satisfy the two suppositions will simultaneously set the origin of the scales on which C and E are measured, and prevent the mistake of overemphasizing the cost of the UAV system itself. 

The bang-per-buck criterion can be used in more general circumstances.  Cost C might be a “present value” if expenses are incurred at different times, as will be illustrated in example 5.  If UAVs have a finite lifetime, E might be “area covered over the UAV’s lifetime”, with the present value of expenses being computed over the same lifetime.  

Example 3  Communications Jamming.

This time suppose that the UAVs are to be used for communications jamming, with several UAVs attempting to prevent enemy communication within an area.  Suppose that the cost of each UAV is a+bW, where a=$1M, b=$0.5M/KW, and W is the jamming power available.  What is the best value for W?  

A direct application of the bang/buck principle would seem to lead to the conclusion that the best value for W is infinity, since that maximizes the ratio W/(a+bW).  However, that argument makes the implicit assumption that the effectiveness of a group of jammers depends only on the total radiated power available.  If the effectiveness of a given jammer is to be the amount of area that it controls, then that assumption is not correct. 

The manner in which the radius of effectiveness of a jammer depends on its power is a function of frequency and terrain, but for simplicity assume that the radius is R=R0(W/W0)1/3, where R0 is the range for a jammer with power W0 watts. R0 and W0 are known constants.  Since the object of a jammer is to control area, the bang/buck principle would lead to maximizing the ratio (R2/(a+bW).  Except for constants, the numerator is essentially W2/3.It is a calculus problem to show that the best value of W is 2a/b=4KW, regardless of R0 and W0. 

The bang/buck principle, correctly applied, leads to a reasonable UAV design.  It does not lead to any conclusion about the number of UAVs that are required.  To deal with that question, addition information about command and control, in addition to the actual values of R0 and W0, would be needed.

Note that this analysis ignores the possibility that the UAVs might be vulnerable to enemy fire.  Intuitively, this possibility ought to result in UAVs with smaller jammers.

The point of this example is that one must define “bang” and “buck” carefully in an analysis of this kind.  The trouble with “watts” as a measure of effectiveness is that radiation is not an end in itself.  The goal is instead to control territory in two dimensions.  Since (R2 is a simple increasing function of W,  it might seem that W could be used directly as a surrogate measure of effectiveness, but it cannot.  The relationship between the two, while simple, is nonlinear.

Example 4:  Survivability

When UAV’s first started being used for surveillance, one of their advantages was that they were cheap and did not have humans aboard, and therefore it was no catastrophe if the UAV was lost to accident or enemy fire. UAVs by definition still do not have humans aboard, but many of them are no longer cheap.  In addition to the tactical problems caused by losing such a UAV, the cost of replacing it is also not negligible.  The same issues that are involved with aircraft survivability will therefore arise in designing UAVs (see “Tactical UAVs”, by Jim Young, in the Fall 2002 issue of Aircraft Survivability).  This example deals with deciding whether survivability is worth the cost.

The table below is copied from the UAV Road Map recently issued by DOD in April, 2001.  It makes a rough comparison of the costs of several F-16s at $30M each with the costs of the same number of UCAVs at $10M each, except that the UCAVs require a ground control station (GCS) at $20M.  The table actually compares the costs of F16s with the costs of both “de-manned” F16s (which also require a GCS) and UCAVs.  Let us take from it only the idea that UCAVs cost about $10M, and consider two varinants with different survivabilities.

Table 6.3.2-1: Manned vs. Unmanned Procurement Costs.

No. of
F-16

Demanned
Potential

UCAV

Potential

Aircraft
Cost

F-16 Cost +GCS
Savings    
Cost+GCS
Savings



1
$30 million
$50 million
-$20 million
$30 million
+ $0 million

2
$60

$75

-$15

$40

+ $20

3
$90

$100

-$10

$50

+ $40

4
$120

$125

-$  5

$60

+ $60 

5
$150

$150

     0

$70

+ $80

6
$180

$175

+$ 5

$80

+ $100

Suppose, then,  that UAV1 costs $10M, but is not very survivable.  It’s chances of getting shot down on any given mission are pk=.1.  Someone proposes spending $1M per UAV on some ECM, which would have the effect of reducing pk to .05.  The new UAV is called UAV2.  Which UAV is better, cheap UAV1 or expensive UAV2? 

The answer turns out to depend on whether the UAV is disposable or not.  By a disposable UAV, we mean one that cannot land safely, and which can therefore make only a single mission.  A fleet of n disposable UAVs represents n(1-pk) successful missions, on the average, so let the effectiveness of a single UAV be E = (1- pk).  The successful missions per dollar ratio is then either .9/($10M) with UAV1 or .95/($11M) with UAV2, a computation that favors UAV1.  The ECM is not worth it because it represents 10% of the value of a UAV, but increases its survivability by only about 5%.

We are ignoring some subtleties. Sometimes it is necessary to be absolutely certain that a mission will be completed successfully, because there is insufficient time to assign a second mission in case of failure.  This observation might favor UAV2 in spite of the bang-per-buck argument.  On the other hand, the fact that attrition might happen after the mission is completed, rather than before, would further favor UAV1.

Most UAVs are designed to be recoverable, in which case the measure of effectiveness should change.  A fleet of n recoverable UAVs represents more than n(1-pk) successful missions, since each UAV can be used multiple times.  Since npk UAVs will be lost in the process of completing n(1-pk) successful missions, the number of successful missions per UAV lost is n(1-pk)/ (npk); in other words, each UAV represents E=(1-pk)/pk successful missions.  With this definition of E, the bang-per-buck criterion strongly favors ECM because it almost doubles the number of successful missions per UAV, while increasing cost by only 10%.

UAVs that are not recoverable are similar to cruise missiles in the sense that each UAV can accomplish at most one mission.  For such weapons, the argument that comparatively little should be spent on defense is a good one.  Recoverable UAVs are more like aircraft, and for such systems the bang-per-buck criterion (like common sense) puts heavy emphasis on survivability.  For expensive but recoverable UAVs, spending money on survivability is often a good idea. 

Example 5:  A comparison of equally effective UAVs.

OMB A94 (http://www.whitehouse.gov/omb/circulars/a094/a094.html), the document that governs cost-effectiveness analyses in the armed services, distinguishes between cost-benefit and cost-effectiveness analyses.  OMB has a clear preference for the former type, where benefits can be expressed in dollars and subtracted from costs.  However, OMB does concede that it is often impossible to do this in military problems, in which case it will be necessary to conduct a cost-effectiveness study where either cost or effectiveness is held constant while the other quantity is optimized.  This example is one where effectiveness is held constant while cost is minimized.  Since cash flows occur gradually over time, we will follow the guidance of OMB A94 and minimize the present value of all cash flows.

As in example 4, suppose that UAV1 is a “standard” UAV while UAV2 is a more expensive variant.  The two UAVs are equally effective when functional, but UAV2 is more survivable in the sense of having a lower attrition rate per flying hour. We assume that a UAV can be replaced immediately after attrition, so that UAV losses effectively influence cost, but not effectiveness.  In reality, a UAV loss is likely to result in a tactical shortfall of some kind before the loss can be made up, but we are ignoring this for the moment.  We also assume that UAV2 has a longer lifetime than UAV1, which further contributes to its attractiveness.  However, UAV2 requires some nonrecurring costs for development, as well as costing more per copy.  The development cost requires us to be specific about how many UAVs are actually needed, and to make a cost comparison between one fleet and another, rather than between one UAV and another as in example 4.  To be specific, suppose that 100 UAVs are needed in the fleet, that each UAV will be operated 1000 hours per year, and that further data is as in the table below:

	
	UAV1
	UAV2

	Non-recurring ($M)
	0
	20

	Recurring/UAV ($M)
	10
	11

	Attrition rate per flying hour
	.00011
	.00010

	Lifetime (years)
	10
	12


The idea is to choose whichever design is cheapest, but now time and the randomness of UAV losses are both involved in the comparison.  OMB’s instructions are to compare the expected present values of the two cash flow streams over some suitable time period.  Since the lifetimes of the two designs are different, the simplest comparison period is “forever”; conceptually, each UAV is operated until it is either lost or runs out of hours, at which point it is replaced with a new one, and the process continues ad infinitum.   Whichever UAV fleet has the lowest total present value of all the corresponding cash flows is the winner.  

We will ignore inflation and use a “real” discount rate, which is equivalent to accounting for inflation and using the “nominal” discount rate.  Appendix C to OMB A94 (the only part that changes with any regularity) states that the long-term, real discount rate to use in March of 2003, the time when this is being written, is 3.2 percent per year.  Applying the usual present value formulas with this discount rate, we find that the total costs of the two fleets are $5,852M for UAV1 and $5,728  for UAV2.  The UAV2 fleet is cheaper "in the long run" because of UAV2's lower attrition rate and longer lifetime.  The conclusion that the UAV2 fleet is optimal depends on the discount rate; if the rate were higher, UAV1 would be preferable to UAV2.

The point of all this is simply that the comparison criterion for equally effective alternatives has been defined by OMB to be the present value of all costs, so it is conceptually simplifying to maneuver military comparisons into being of that type.  There could be many alternatives, rather than just two.  There could also be more complicated phenomena involved, such as production learning curves.  As long as the fleets have the same effectiveness, the analysis becomes one of comparing the present values of cash flow streams.

The examples above are simple because the UAV mission in each case is either simple or given to be equal between designs.  We do not mean to imply that UAV design tradeoffs are always easily accomplished, but only that it pays to recognize simple problems when they arise.  

Example 6:  An example employing Monte Carlo simulation

In a recent article in the New York Times, Staff Writer David Brown stated that
In the arcane world of military technology development, awash in acronyms that befuddle even the most informed technical insiders, there's a lovely little term floating through the labs and office spaces. It's "D-cubed" - D3 - which means dirty, dangerous and dull. D-cubed is the term developers use to describe the mission of unmanned systems - the familyof robotic boats, airplanes and submarines that can sniff out mines, watch enemy movements and even launch missiles - all without endangering human operators.

This example concerns a proposed “dull” mission.  It is more complex than those considered previously, but still approachable from the same viewpoint.

A Navy battle group (CVBG) needs to maintain awareness of what other ships populate the nearby waters.  It is not difficult to detect them, since surface and airborne radar is effective out to ranges of concern, but each of the detected contacts must be investigated and identified in an unending Surface Search and Control (SSC) operation. The job is currently done by manned aircraft, but is also well suited to a UAV.  The effectiveness of a UAV at doing that job depends on its speed, endurance and other characteristics that can be traded off against each other in an effort to maximize effectiveness.

The SSC problem has embedded in it a difficult routing problem that resembles the classic traveling salesman problem.  In that problem, the salesman wants to visit a specified list of cities in a route that minimizes the total distance traveled, including the distance required to get home.  The UAV faces the same problem, except that the “cities” (actually targets to be identified) are moving, including the one on which the UAV is based.  This routing problem is unwelcome in the design phase, since it influences the UAV’s effectiveness as much as some of the design parameters.  The traveling salesman problem is known to be of a fundamentally difficult type, so long computation times can be expected when the number of targets n is large.  The good news is that the UAV will typically have only a small enough number of targets to deal with, so it will be tactically feasible to simply try all n-factorial routes before selecting the best one.  The bad news is that the effects of doing this are impossible to predict before knowing where the targets are.

Additional complicating features are that effectiveness depends on

· the density, speed and direction of the targets

· the speed of the CVBG (high speed implies more targets)

· where the UAV is based in the CVBG relative to the aircraft carrier

· the definition of effectiveness

The last is an issue because the timing as well as the fact of intercept are important.  Roughly speaking, one desires that targets be visited frequently when they are nearby, but “frequently” and “nearby” both need to be made precise before quantitative tradeoffs can be made.  Furthermore, while most targets will respond to requests for identification, some will not.  These latter non-responders must be especially closely monitored, since their potential to be bad guys is relatively large.  

How does one define “effectiveness” in this complicated situation?  One possibility might be “targets identified per hour”.  Another might be “time since most recent identification, averaged over all targets within 250 miles”.  Or how about “fraction of targets identified before they come within 50 miles, with triple weighting for non-responders”?  Many similar measures might suggest themselves, or all three might be considered. 

There is little hope of finding a useful analytic expression for any of these definitions of effectiveness in this case, but effectiveness can still be measured by constructing a Monte Carlo simulation of the UAV in action.  Targets arrive randomly according to their density and supposed velocity, the UAV repeatedly solves the traveling salesman problem, and measures of effectiveness are estimated by accumulating statistics.  In this way every design can be associated with measures of effectiveness.  If you wish, you can download UAV_SSC, a Windows simulation of this type from http://diana.gl.nps.navy.mil/~washburn/.  Cost‑effectiveness tradeoffs for the best design can be done as described in the aforementioned OMB A94.  One hopes, of course, for a design that is robust with respect to unknown parameters such as target density.

One benefit of constructing a Monte Carlo simulation of the UAV in action is that the creator will have a chance to deal with issues that may very well have a stronger effect on effectiveness than many of the more obvious performance parameters such as UAV speed and endurance.  We have in mind Reliability, Availability and Maintainability, potentially crucial subjects for a system that is useless if it cannot fly.

And what if the same UAV is expected to function as an aerial observer during fire support missions?  Separate measures might be constructed and estimated for that separate mission, but it must be admitted that formal approaches to design tradeoffs become unwieldy as the number of different missions increases.  Methods such as Multiple Criteria Decision Making (web search for MCDM) exist, but are comparatively difficult to apply.

SUMMARY:  

In circumstances where the UAV’s mission is easily described and quantified, cost-effectiveness analyses are also comparatively simple.  The analytic mechanism can be as simple as a direct ratio of effectiveness to cost, provided attention is paid to the principle that system cost and effectiveness must each be proportional to the number of UAVs or UAV systems bought.

Even when simple ratio measures are impossible, it may still be possible to conduct cost‑effectiveness analyses by formal methods, possibly those outlined in OMB A94.  Cost and effectiveness must each be clearly defined, and there must be some mechanism for measuring them for every design.  Analytic methods can sometimes brought to bear.  When analytic methods fail, Monte Carlo simulation may be applicable.  

